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Abstract

771(It(’ {JI(I iIIII)I(IIOI{.V t)]ilitary,  cot}]  i)lcwial,  atld .~cictl-
t ific applicatioils  for  ttlobilc  bt’itelt’.v.v  ?Iet ItY)tALV  jt’llicll
(Itt) a b l e  [0 .velf-orgatlizc  }titllot(t  rccol(t.vc  to dtly
pw-mi,vtillg  it!ft(~kvttl(ct[{r(,. w{’ pl(’,wlt [11(’ ,wf -
Otgatlizitlg  Wireless  Adaptiiv  Nctiiwtk (SWAN) pHi-
toiwl, a di.vtribl(ted  flet wwtki}lg  protocol capahlc of
i)laflfigittg slfdl )Iclktwrk,s. l~ic SWAN {ippro[ic}i
is hlised 011  clynamic  topology management with
power control, cillow’illg  if to (idfipt  gr(idwil(y to the
cli(itigijig  rtlviottlt)lrtlf  itlstc(id  ctfpcriodiailly diLvc(ird-
itl~ Iht’ Ilctlt’ork  topology  illfortti(itiolt  (illd Icl)l{ilditlg
tlic tIct Hvrk .frot)i  sctntdi. Iti (idditi{)tl,  IIIMlet SWAN
control information is distributed itl.vtc(id  of l)citlg
cotl  cctlt  trit cd it 1 (i “collttol  pll{i.w  “. 771is ptr)tidc,v
.vigtl  ific{itl  t .Y(i t~itlg,v  tt’licti  t}ic (icqlli.vit  iotl t it)ics  {!f t h c
ttioclcttis  {itr Aig}l.

I Introduction

Given a set of mobile nodes or terminals equipped
with radio transceivers, we would like for the nocies
to be able to “self-organize” inio a wireless network.
That is, the nocles must cooperate to form a multi-
hop network timongst  themselves withotlt  recourse to
any pm-existing in frastructure,. Since the nocies ate
mobile, the network most continually aclapt  to their
changing positions.

A second major challcngc  in such a network is to
ensure that (}1c transmission schedules of the various
nodes are compatib]c. If a pair of nodes is using  a par-
ticular transmission rcsoorce,  whether it is a narrow-
band frequency slot, a time slot, or a s]]re:icl-sl~cctt-lltll
code, that rcsc)urce  wi II be unavai  lab]c to other nearby
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users.  I:or example, if the IIodcs in a wireless net-
work are using direct seqllcncc  sprcacl  spectrum radios
to conlmunicak,  there  is the danger  that one trans-
mitter may completely dominate several  receivers in
his vicinity, preventing them from receiving from any
other node in the network (the near-far J~rob]enl).

‘1’he rest of this paper is organized as follows: XXX
YYY Zzz

2 Background

2.1 Other ad-hoc network methods

Several authors have examined protocols for self-
organizing networks [FSM89, BFJ31, PKS85, F3R90,
1<S86,  GT95]. A common approach to maintaining
the network in the face c)f node mobility and changing
radio conditions is to J~crioclically  tear down the entire
network structure and to regenerate the network topol-
ogy from scratch. These methods continually cycle
through altcrnat i ng phases of network operation. 10
the first phase, the protocols gather information about
the network topology, This information is then used to
form a compatible transmission scheclu]e  for the sec-
ond phase.

3’his  cyclic approach to network nlanagcnlcnt  has
two main disadvantages. First, forcing all of the
nodes to periodically J~articipate  in the topology gath-
ering phase, induces a large and possibly unnecessary
amount of overhead. This becomes particularly dif-
ficult as the acquisition time (the time. required  for a
receiver to “lock on” to a transmitter’s signal for the
first time) increases. Second, generating a compatible
transmission schedule is a complex t;isk, especially as
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the network size, grows.

2.2 I)istributcd  Power Control

SWAN uses the. I)istributcd  Power Contm! with Ac-
t ive Link Protection (I) PC-ALP) power cent rol algo-
rithm [C13P94] to ensure tba[ ongoing transmissions
are not accidental ] y destroyed by new ones. IJnder
I) PC-ALP, transmitter powers arc upc]atcd  in a series
of steps, and every transmission is in cjnc of two states,
active  or inactive. The transmitter powrer  at step i -t I
is a function of the tr:insmit  power in step i, the trans-
mission state at step i, the dcsirccl  signal to noise ra-
t i o ~, and the received  SNR at step i (fed back from
the receiver to the transmitter). Thus if there are N
transmissions, with the power of the i’}’ tl-ansmission
during the kt~’ step given by I\k then:

‘{ ~]~~ laac[ivc ‘J’r:tllslllissi{~rls];k+ 1
d}~k sN~R1-  Active ‘1’r:~rlstl}issic)t~s l<i<N

(1)
All transmissions begin in the inactive state at a

very low power (possibly commcnsara[c  with the
noise power as seen by a typical receiver). A trans-
mission becomes active  once its rcccivecl  SNR crosses
the threshold T. A consequence of I) PC-ALP is that,
in a static network, if a transmission becomes active at
step k, it will remain active for all i > /; regardless of
the number ancl locations of new transmissions started
after  time 1:. This is because active transmissions are
more aggressive in updating their powers, and may in
fact prevent other i nact ivc t ransmi  ssions  from bcconl-
illg active.

s The SWAN protocol

As with many other ad-hoc networking mcthocts,
SWAN divides time into a rcpating series  of frames,
which arc further sahdivicicd  into slots, as shown in
figure 1. SWAN employs the I) PC-AI ,P power con-
trol algorithm during most of these slots to ensure that
ongoing transmissions are not interrupted by trans-
missions being set Lip. ]!1 adclition,  there is a sillglc
slot at the beginning of each frame (possibly of a dif-
ferent size) that is not subject to any power contro!
restrictions. This riindonl  access pwcriod is used to

allow noclcs  to form new connections within the net-
work. Oncc a connection has been establi shecl be-
tween two nodes, they establish control calls to ex-
change the data ncccled  to maintain the power control
algorithm. These control cal Is form a nat raal means
for distributing information such as routing tables.

Figure 1: The TDMA frame, divided into a short
random-access period and a data subframe.

3.1 l ink formation
nance

‘It} forln ncw links in the
ciuring the random access

and topology mainte-

nctwork,  nodes handshake
pcriocls  at the beginning of

each TIJMA frame. Iiach stage of the hancishaking
takes place daing a d(fltirc}~t  frame, so that if node i
looks for neighbors during frame k, a node may re-
spond to him daring the RA period in frame k+ 1. The
handshaking procedarc  is spread over several TDMA
frames to reclace  the total network overhead. By using
only one simplex transmission during e~ich  RA J~criod,
wc require only onc radio acquisition time and hence
can shrink the length  of each RA pcriocl.
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Figure 2: The handshaking
random access periods.
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3.2 Control calls

The second  layer of the protocol consists of fixed-
sizc control calls between nodes that allow a nocle
to exchange data with its immediate ( 1 -hop) neigh-
bors. ‘1’kse control calls carry ackllo~vlc(lglllc[lts,  lo-
cal control information (requests to allocate slots for
a call, notification that a particular call shoulcl  be tom
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clmvn, etc.), and any information rcc]uircd  by the mat-

, ing algorithm. ‘1’hc slots used for the control calls on
a particular link are arranged by the nodes during the
contention phase asdcscribecl  above.

To support thcpowercontrc)]  algorithm, acknowl-
eclge[lle~~ts  areitlthe  forl~~of  thereceive(l  SNR of the
~~orstpzicke,t of tllctr~ills[~~issioi~.  Thus ifaparticukw

transmission uses several slots pm frame, SWAN will
attempt tomaintain  thereccivccl SNR ofthc worst slot
above thethrcsho]cl  ~.

A simple timeout mechanism is used to destroy
links that become unusable. If a control call goes
unanswered for a specified timeout period, the encl-
Jloints  declare  the link down and deallocate the slots
that were usecl  for all collltlllltlicatiol}s  cm that link,
reroLltitlg Llscr calls as appropriate. Sinccthe  controt
calls occur chlring the data portion of each frame, they
are subject to power control. Thus the control calls,
and hence the link, will fail only under conditions not
covered by the DPC-ALP algorithm (the nodes have
moved so far aparl  that they are no longer able to
communicate or mobility has made tbe control calls
incompatible with other active calls in the network).

4 Example

An example of a SWAN network ancl schcclale  is
given in fi.gare 3. Recall that such a schedule is built
up over time, with control calls being adclcd as nodes
agre.c to become  neighbors. Power control guarantees
that once calls are. established, they arc robust with
respect to new calls in the network.

I ‘--Network Schedule

‘“--1
slot  Ku”b..

W
,

7.

I__”

L -  — – . —A

Figure 3: SWAN Network And Schedule Show-
ing Distributed Control Information and User Call
(Gray).

Iclle slots arc blank. Slots containi]lg  conlnmnica-
tions  arc marked .X N where .X is either 7’ or II’ dc-

pmding  on if the noclc is transmitting or receiving anct
A’ is the I1OCIC’S partner in the co]~ll~l~ltlic:]tioll.  The
gray slots rcprcscnt  a user call from node 1 to node 4,
with the arrows representing packet transmissions.

5 Simulation results

]n this section wc report the results of a computer
simulation written to evaluate the SWAN protocol’s
pcrlormancc,  As described above, SWAN deals only
with the formation ancl maintenance of individual
links in the network; no node has any notion of the
network topology beyond its immediate neighbors. To
qaantify  notions such as network connectivity which
deal with the existance or absence of multi-hop paths
through the network, the simulations employ a simple
flooding p[otocol  which distributes network topology
itlformation  to every node in tbc network.

We say that a path exists ill the network between
nodes i and j if under nocle  i’s view of the network
topology, there is a collllllLl[lic:itioIls  path from i to j.
In a network of A’ nodes, we define node L’:, node i’s
connectivity at time t, as the fraction of other nodes
in the network to which i has a path (each node al-
ways has a path to itself). That is, if nocle i can form
paths to Aj nodes in the netwofk at time f, wc say that
i’s connectivity at t is ( ‘j = Aj/I\’, ancl the network
connc.ctivity  is defined as:

(2)
i:. ]

‘1’hc  following parametes  and assumptions were
used in the simulations:

●

●

●

Al I nodes were rcstricteci  to a 100x100 unit
sqaare. At the encl of each frame, each node
movccl  ?]? units in a ranclom  direction. Nodes rc-
flcctcd  oft’ the boundaries of the square.

There were 40 slots per frame and 5 non-
interfcring  frequency bands. We assumccl that
thm wcm a large number  of orthogonal CI)MA
codes pm freqacncy  bancl and that COCIC choice
was perfect, i.e. that no two transmissions ever
shared the same C.l>MA code.

The reqai  red SNR was ~ := 10 and we msumec]
a coding gain of 20.



.“

●

.’

●

●

Nodes were allowed to transmit at mosl  60 units,
and at most 55 units whm forming connccticms.
l’hat is, ill the. absence.  of interfe.rcnce  from otbcr
nocles,  a node was allowed to use a maximum
transmit power sLIch th:it mother neck 60 units
away would receive the signal  with SNR = v =
10. To co[nbat  the form:  ition  of tenuous links,
a similar strategy was used to set nodes’ maxi-
mum powers when forming nmv connections to
55 units.

control calls were asslllncd  to OCCLll~y Otlc slot,
mcl the contention period occupied one slot clur-
illg each fmmc.

The timeout for lltl:lck[lo~vlecige(l  transmissions
was 25 fr:ltncs for regular transmissions. ‘lkans -
missiom were allowed 35 frames when first es-
tablished.

Each nocle wiis allowed to maintaitl  at most 6
neighbors.

P;ach nocle  triccl to maintain thtm link-disjoint
paths to every other noclc in the network. ‘1’hus
when selecting nodes to which clirectcd  r:mclom
:iccess transmissions woold be postccl,  noclcs
chose targets to maintain this level of contlectiv-
ity first ~itld,  if there were multiple choices which
yieldccl  the. same connectivity, selected the onc
with the highest ratio of rcccivcd  SNR to trans-
miltccl  power.

Results of the simulation were LISCCI to evaluate the
following pcrformmcc  measures of the SWAN proto-
col.

●

●

Time to construct the network. This was clcfincd
as the minimo m i such that (~~, = 1 This is
important because SWAN’s contention-based in-
cremental  network formation cliffcrs  greatly from
the “all-at-once” formation of L~A and other
previous appromhcs,

Time rcc]aimd to aclcl [i ncw node to an existing
network. }Icre the simulation was run until  the
network became conncctect.  Then 100 frmcs
were simulated to allow for conditions to settle
before mother node w:is  added. The simulation
was then 11111 until (~~$ was again  1. l;igurc 4

shows the times required to form a network and
to add a new node to an existing network, aver-
agml over 500 simulation runs.

The ability of the network to cope with node mo-
bility. To study this, we rccorde~]  the connectivity
of a network runnirlg  the SWAN protocol over a
set of 100 sample paths. The results arc shown
in figure 5.
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Figure 4: Time required to initially forma network
of 10 nodes using 5 channels.

Note that the time. rcquirccl to connect a nctwmk of
20 nodes is far less than 20 times that r-equirccl to add a
node to at] existing network. This is due to frequency
reuse doring  link formation.

6 ~onclusion  and future work

‘1’his  paper prcscntecl  the SWAN protocol, a novel ap-
proach to self-organiz,ing network management. lJn-
dcr the SWAN protocol, the wire]css network topol-
ogy is maintained in a distributed tmmncr  by using
short contention periods at the beginnings of each
TI)MA frame, where mdcs  “probe” tbcir  surroundi-
ngs looking for new neighbors. ‘l-his method is batld-
width  cfficicnt,  scalable, and provides WI integrated
method for hanclling  network formation, topology
maintenance, and the addition of ncw users. The zibil -
ity of the SWAN protocol to CO])C with node mobility
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Figure 5: CDF of the network connectivity dur-
ing frames 200-2000 for various values of node
mobility.

compares favorably to traditional clustering mctbocls,
as shown by simulation.

We are also investigating altamatc routing tech-
niques whose main muting criterion is power ccmscr-
vat ion i nstcact  of the b~~Tlclwicltll/(lelay  emphasis of the
current SWAN muter. Though not suited  to multi me-
dia traffic, routing to minimize power consumption is
useful in distributed sensor networks where extcmiing
the operational lifetime of the systcm  is important.
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Abstract

7 km’ mt’ numerous tdituty, wmtntm”id, UA .w iett-
lijic upplicalionv  .ftw tnohik wirck.vs  twt w{jrk.v wliicll
are dbk k) sc[f-tqymizt  M’i[h)ul raww.w k) any
prtw’.ri.vling itrjrustructurt~. W(’ prc.vent ltw St’lf-
Organ i;ing Wirele.v.v Adupti\v Net w{wk (SWAN)  pr~~-
t(nd, d di.vlributd nctn’orking  prolmol  cupublc ~!f
ttu~tuigittg  .Yuc}t networks. 71u’  SWAN appr<mil
is bud m dynamic topology management with
~mwer  control, ulknving it to udupt gruduully t{) the
chatlgitlg  enrimmmt imkd {!fperi(dically  di.vcurJ
ing the ml w~wli topology inftmult  i(w and rebuilding
t}w twtvtwrk  fr<)tn .vcvntch.  lt~ uddi!ion.  under S W A N
control information is distribakd  in.wud  (( Ix’itlg
c{mcefltralcd  in u “c”{mtr<d p}ut.$ c”. i’ hi.v pr{n’idc.v
.Yigttijicwtlt  .w ving.v whet 1 tht’ ticqu i.% it i{jtl littu’.s  {Jj t }1(’
modem Y utv high.

I Introduction

(;ivcn a set of mobile nodes or terminals equipped
with radio transceivers, we would like for the nodes
to be able to “self -organize-’  into a wireless network.
‘l’hat is, the nodes must cooperate to form a nwlti-
hop network amongst themselves without  recourse to
any pre-existing infrastructure. Since the nodes arc
mobile, the network must continual I y adapt to their
changing positions.

A second major challenge in such a network is to
ensure that the transmission schedules of the various
nodes are compatible. If a pair of nodes is using a par-
ticular transmission resource, whether it is a narrow-
band frequency slot, a time slot, or a spread-spcct  rum

SWAN
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code, that resource wi 1 I be unavai  I able to other nearby
users. 1 or example, if the nodes in a wireless net-
work are using di rcct sequence spread spectrum radios
to cornmunic.ate, there is the danger that one trans-
mitter  may comptetel  y dorni  nate several receivers in
his vicinity, preventing thcrn from receiving from any
other node in the network (the rwar-far problem).

‘l’he  rest of this paper is organized as follows: XXX
YY Y Zz7>

2 Background

2.1 Other ad-hoc network methods

Several authors have examined protocols for self-
orgal~iz,ing  nel~~rks  [ l~ShffW, II}X 1, PKS85, F3R90,
RSS6, G’I’951. A common approach to maintaining
the network in the face of node motility and changing
radio conditions is to periodically tear down the entire
network structure and to regenerate the network topo-
og y f mm scratch. “1’hese methods continual I y cycle
through alternating phases of network operation. In
ttre first phase, the protocols gather inforrnat  ion about
the network topology. ‘l’his information is then used to
form a compatible transmission schedule for the sec-
ond phase.

‘1 ‘Ilis  cyclic approactr  to network marragcrncnt  has
two main disaclvantagcs. ] tirst,  forcing all of the
nodes to periodically parlicipa[e  in the topology gatlv
ering phase induces a large and possibly unnecessary
amount of overhead. ‘l’his becomes particularly dif-
ficult as the accprisition  time (the time recluired  for a
receiver to ‘block on” to a transmitter’s signal for the
first time) increases. Second, p,enerating  a compatible

I



tiansrnission  sched[dc  is a ccmqieh  task, especially as

the network size  grows.

2.2 l)istrilmtccl Power Control

SWAN uses the Ili ski bated  I)ower Con[  rol with Ac-
tive 1 ink Pmkxticm (l WC-AI .1’) power control aigo
rithm IC131K!4]  to ensure that ongoing triinsmissions
are not accidentally destroyed by new cmcs.  (Incier
l) PC-A1 .l), transmitter powers are updated in a series
of steps, and every transmission is in one of two states,
active or i nactivc.  ‘l’he transmitter power at step i -I 1
is a function of the transmit power in step i, the trans-
mission state at step i, the desired signal to noise ra-
tio ~, and the received SNR at step ~ (fed t~ack fronl
the receiver to the transmitter). ~’hus if there are .?’
transmissions, with the power of the i’” transmission
during the 1!’ //, stc[,  give[] 1>~ 1’} ttlel]:

( 61’L Inacti\c  ‘1’ranwnissi(m

d I(W IKKICS to forlll new’ connections within the NCt-
work. Once a connccticm  has been established tw-
twccn two nodes, they establish control cal Is to ex-
ct langc the data needed to maintain the power ccmt ml
algorithm. “1 ‘Ilese cent ml calls forn~ a natrual  means
for distributing information such as routing tables.

Figure 1: The TDMA frame, divided into a short
random-access period and a data subframe.

3.1 1 ,ink format ion and topology maink’-
name

‘lb form new Ii nks in the network, nodes handshake
cluring the random access periods at the bcgi nning of

~, Ail ,

/ 1 ~];k Acli\e  ‘1’ranwnissi{ms ]<; <Jy each “1’1 )MA frame. } ‘iach  stage of the handshaking
‘ N’&:

(1)

All transmissions bcgi n in the inactive state at a
very low power (possibly commensurate with the
noi sc [mwcr as seen by a typical rcccivcr).  A t rans
mission bccotncs  active once its received SNR crosses
the threshold ~. A consequence of l}IY;-AI  .1’ is that,
in a static network, if a transmission becomes aclive al
step A, il will remain  active for all t > /: regardless of
the nurnbcr and locations of new transmissions star-led
after time 1<. ‘l’his is because active tmnsmissions  arc
more aggressive in updating their powers, and may in
fact prevcnl other inactive transmissions from beconl-
itlg  active.

s The SWAN protocol

takes place  dui ng a dif/iv-etlt  frame, so that if node i
looks for neighbors during frame l{, a node may re-
spmd  to hi m duri ng the RA pcr-icxt in frame L“+ 1. “1 ‘he
handshaking procedure is spread over several ‘1’DMA
frames to reduce the total network overhead. lly using
only one sinqicx  transmission duri rig each RA period,
we require on! y one radio acquisition time ancl hence
can shrink the length of each RA period.
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Figure 2: The handshaking procedure during
random access periods.

As with many other ad-hoc networkirlg  methods,
S\$TAN divides time into a repting  series  of frames,
which arc further subdivided into slots, as shown in
figure j. S}\~A~  CIIq>lOyS  tile ] )}K~-AI .1’ p o w e r  col)-

trol algorithm during most of these slots to ensure that
ongoing transmissions arc not interrupted by trans-
missions twin: set u}). I n adcliticm,  tllcrc  is a single

slot at the beginning of each frame  (possi  bt y of a dif-

ferent si7e)  that is not subject to any power ccmtro]

restr ict ions. l’his  random access pweriod  is used to

3 . 2  Control calls

‘1 ‘t Ie second layer of the protocol consists of fi xeci-
siz.e ccmt r<d calls bd ween nodes (hat allow a node
tc) exchange data with its itnrnediate  ( 1 -hop) neigh-
bor-s. ‘1 ‘hese cent ml calls carry ackt]owledgt]ler]ts,  IG
cal cent rol information (recluests  to allocate slots for
a call, notification that a particular cal I should be torn
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down, etc.), and any information required by the rout-
i n.g algorithm. The slots used for the control cal Is on
a particular ii nk are arranged by the nodes during the
content ion phase as ciescri but above.

‘lb support the power control algorithm, acknowl-
edgelnents are ir] tt]e f~rm of tl]e received SNR of the

worst packet of the transmission. ‘1’hus if a particular
transmission uses several slots per frame, SWAN wil I
attempt to maintain the rcceivcd SNR of the worst slot
above the threshold q.

A simple timeout mechanism is used to destroy
I inks that become unusab!e.  If a control call goes
unanswered for a specified timeout period, the end-
points declare the link down and deallocate the slots
that were used for all communications on that Ii nk,
rerouting user calls as appropriate. Since the control
calls occur during the data portion of each frame, they
are subject to power cent rol. l’hus the cent ml cal Is,
and hence the link, will fail only under conditions not
covered by the DIW-A1  .1) algorithm (the nodes have
moved so far apart that they arc no Iongcr able to
communicate or mobi I i t y has rnadc the cent ml cat Is
incompatible with other active calls in the network).

4 Example

An example of a SWAN network and schedule is
given in figure 3. Recall  that such a schedule is built
up over time, with control calls being added as nodes
agree to bccomc  neighbors. Power cent rot guararrtccs
that once cal Is are established, they are robust with
respect to ncw calls in the network.
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Figure 3: SWAN Network And Schedule Show-
ing Distributed Control Information and User Call
(Gray).

Idle slots are blank. Slots containing conmmnica-
tions  are marked .XA’ where .3- is either 7‘ or 1/ de-

pending on if the node is transmitting or receiving and
1’ is the nodes partner in the communication. “l’he
gray slots represent a user call from node 1 to node 4,
with the arrows representing packet transmissions.

5 Simulation results

in this scctiorr  we report the results of a computer
simulatiorr  written to evaluate the SWAN protocol’s
performance. As dcscri  bed above, SW’AN deals only
Wi tll the for[llatior~  and nlaintenance of ir]dividllal

links in the network; no node has any notion of the
net work topology beyond its i mmcdiate neighbors. ‘[’o
quantify notions such as nctwwrk  connectivity which
deal with the existance or absence of multi-hop paths
through the net work, the si mutations employ a simple
flooding protocol which distributes net work topology
information to every node in the network.

\Ve say that a path exists in the network between
nodes r’ and j if under node i‘s view of the network
topology, there is a communications path from r’ to j.
in a network of .N’ nodes, we dctlne  node C’:, node i‘s
conncctivit  y at time t, as the fraction of other nodes
in the network to \vhlch i has a path (each node al-
ways has a pth to itself). ‘l’hat is, if node i can form
paths to JIf nodes in the network at time 1, wc say that
i’s connectivity al t is C’: = .ll/JY, and the network
connectivity is ciefined as:

!Y

(2)
il

‘1’he fol Iowi ng parametes  and assumptions were
used in the simulations:

●

●

●

Ail nocies  were restricted to a 100x ioo” unit
square. At the end of eacil  frame, each node
moved )Jt units in a random direction. Nodes re-
flected off the boundaries of the square.

‘1 ‘here were 40 slots per frame and 5 nor]-
interfering frequency bands. We assume(i  tilat
tircrc were a large number of orthogonal C1 )MA
codes ixr  frequency band and that code choice
was perfect, i.e. that no two transmissions ever
shared the same CIIMA code.

‘1’he required SNR was y = 1() and we assumed
a coding gain of 20.
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● Nodes wet-t:  allowed to transmit at most 60 units,

and at most  55 units when fermi ng connect ions.
V’hat is, in the absence of intmfcrence  from other
lodes,  a node was allowecl  to use a maximum
transmit power such that another node 60 units
away would  rec.cive the signal with SNR = ~ ==
1 (). ‘lb combat the formation of tenuous links,
a sirni  Iar strategy was used to set nodes’ nmxi -
mum powers when fermi ng new connections to
55 units.

● G3ntrol calls were assumecl  to occupy one slot,
and the contention period occupied one slot dur-
i ng each frame.

. “l’he tirncout for unacknowledged transmissions
was 25 frames for regular transmissions. “l’rans-
missions were allowed 35 frames when first es-
tabl i shed.

● ~ ‘ach IldC was allowed to mai ntairl at most  6
neighbors.

. 1 ~lich node tried to maintain three link-disjoint
paths to every other node in the network. l’hus
when selecting nodes to which dircctcd ranclorn
access transmissions would be posted, nodes
chose targets to maintain this level of connect iv-
ity first and, if there  were rnultiplc choices which
yielded the same connectivity, sclcctcd  the onc
with the higtlest  ratio of received SNR to trans-
rni t tcd power.

Results of the simulation were used to evaluate the
following performance measures of the SW’AN presto
Col .

● “1’i rnc to construct the nctwor-k.  ‘1 ‘his was defined
as the minimum t such that (’~ = 1 ‘l’his is
important bccausc  SWAhl’s contcnticm-  based i r]-
crernental  network formaticm  differs great I y f mm
the “all-at-once” formation of 1 CA and other
previous approaches.

c ‘1’i me rec]ui red to add a ncw node to an existing
net work. 1 let-e  the simulation was run unti I the
net work bccarnc  connected. “1’hen  100 frarncs
were simulated to allow for concjitions  to settle
before another node was added. “[’he  simulation
was then run untij <~~. was again 1. Iigurc 4

●

shows the ti rnes rccjuircd  to form a network and
to add a ncw node to an existing nctwor-k, aver-
aged over .S00 si mutation runs.

‘l’he ability of the network to cope \vith node nlo-
bility. lb study this, we recorded the connecti  vity
of a network running the SWANT protocol over a
SC( of 100 sample paths.  ‘1’he resu[ts  are showi~
in figure 5.

1 Imes  Kequired  ‘[o Mm A
Crm)plete  Network and lo Add a

Node To an F,aisting  Network
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Figure 4: Time required to initially form a network
of 10 nodes using 5 channels

Note that t hc time required to ccmncct  a network of
20 noctcs is far less than 20 times that required to add a
rmde to an existing network. ‘]’his  is due to frequency
reuse during link formation.

6 Conclusion and future work

“1’his paper prcscntcd the SWAP! protocol, a novel  ap
prxmch to scif-organi7,ing  network nlanagcrnent.  Llrl-
dcr the S\\’ANT protocol, the wireless network topd  -
OgY is maintained in a distributed manner by using
short contention periods at the beginnings of each
‘1’IJN4A frame, where nodes “probe” their surrouncl-
irlgs jmki ng for new neighbors. 7 “his rncthod is band-
width  efficient, scalable, and provides an integrated
rrlethod  for handling network formation, topcdogy
maintenance, and the addition of t~ew users. “Ihc atij-
it y of the SWAN protocoj  to cope with node moti j i t y
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Figure 5: CDF of the network connectivity dur-
ing frames 200-2000 for various values of node
mobility.

compares favorably to traditional clustering methods,
as shown by si nmlaticm.

W’e arc also i nvestigatit]g  alternate routi n: tect]-
niques  wbosc main routing criterion is power conser-
vation instead of the bandwidth/clelay  emphasis of the
currcn[ SWAN router. I’bough not suited to multi n]c-
dia traffic, routing to rni nimiz.c power consumption is
useful i r) distributed sensor networks whet-c extencti  ng
the opcr-ational  lifetime of the system is imporlant.
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